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Spoken Language Understanding Model Architecture
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(-) lack of paired data . < AM pre-training (AM-PT) for better initialization

¢ Fine-tuning for SLU

(+) more efficient
2% Intent classification

3k Knowledge Distillation (FT-KD): predicted logits (L1 loss)

2k Data augmentation (DA): span masking - code, time, channel

(+) less information loss (acoustic features)

Motivation of Our Work Experiments
: Full 10%
| . , Method
& Small # of SLU training pairs > Remarkable accuracy in all datasets Vald Test Vabid et
L ] . . O
¢ Previous E2E SLU approaches: (especially SOTA performance in FSC Full and 10%) Lugosh et al. [6] 966 - 889
. . - +AM-PT [6] - 988 - 979
fine-tuning on SLU after pre-training on ASR 2 All components (PT-KD, FT-KD, AM-PT, DA) are helpful +FT.KD [T3) 990 - 981
o : . : . . Price [17] 92.5 99.1 - -
¢ Our solution: injecting textual information to > DA degrades performance on SNIPS +DA 044 994 .
a speech encoder by knowledge distillation (synthesized data with a single speaker) +AM-PT 94.8  99.3 Method sNips  >Smartlights
+DA 96.6 99.5 Close Far
& Recent multi-modal works are successful FSC (336) SNIPS (7) Smartlights (6) VQ-BERT +DS2  93.1 989 873 97.0 VQ-BERT +DS2 864 759 47.9
o . Train Valid Test Train Valid Test Train Valid Test +PT-KD 94.1 99.0 90.7 098.5 +PT-KD 88.3 &81.3 51.2
¢ Most of them are for vision-and-language +FT-KD 962 99.6 933 992 +FT-KD 953 846 59.6
. # Speakers 77 10 10 1 1 1 48 2 2 +AM-PT 96.4 99.6 94.3 99.3 +AM-PT 96.7 922 705
¢ How about speech-and-language? # Utterances 23,132 3,118 3,793 13,084 700 700 1,162 166 332 +DA 97.8 997 962 995 +DA 957 955 75.0

Takeaway: (1) using textual information for training SLU model is helpful
(2) how to train with texts matters (in our case, knowledge distillation)



